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Extract relevant predictive features from WSiIs with Mixed Supervision
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Nt e \We proposed a method that allow to optimally leverage small

quantities of annotations in order to inject medically relevant
knowledge in the features

e The quantitative and qualitative analysis allowed us to better
understand the impact of different range of supervision in feature
extraction

e \We were able for the first time to visualize what a model is
learning, which can be useful for interpretability

o Low Grade Lesion
o High Grade Lesion
o Carcinoma

Acknowledgments, References e For future work, we believe that this visualization technique could
y | | | y o | be a great interest for new biomarker discovery, now that we

[1] Delaune A, Valmary-Degano S, Loménie N, Zryouil K, Benyahia N, Trassard O, et al. Le premier data challenge organisé par la Société Frangaise de Pathologie: une L . .

competition internationale en 2020, un outil de recherche en intelligence artificielle pour I'avenir? In: Annales de Pathologie. Elsevier; 2022. p. 119-28. have Shown that |t |ndeed |dent|fy already knOW featu res

HOPITAUX
DE PARIS

ASSISTANCE
PUBLIQUE

MINES
ParisTech

i.\\\

=

UNIVERSITE PARIS

Contact: mlubrano@tribun.health



	Diapositive numéro 1

